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Abstract

The continuing expansion of distributed intelligent systems makes
new demands on theories of communication in Computer Science.
It is customary to describe the individual nodes or agents in an
intelligent system in terms of higher level concepts like intentions,
know-how and beliefs. However, current theories of the commu-
nication among such agents provide no form of a formal or rig-
orous semantics for the messages exhanged at a corresponding
level of abstraction—they either concern themselves with imple-
mentational details or address what is, for artificial systems, an
irrelevant aspect of the problem. A recent theory of communica-
tion that gives the objective model-theoretic semantics for speech
acts is applied to this problem.. This allows the important prop-
erties of protocols to be formalized abstractly, i.e., at the level of
the application, not of the implementation. Further constraints
on “good” designs can also be.stated, which simplify the require-
ments imposed on the member agents. The resulting theory not
only provides some insights into designing distributed intelligent
systems, but also helps in their validation. As an example, it is
applied to a logical reconstruction of the classical Contract Net
protocol.



1 Introduction

The trend towards the development of increasingly intelligent systems is
matched only by the trend towards the distribution of computing. Dis-
tributed Artificial Intelligence (DAI) lies at the intersection of these trends.
Besides the well-known reasons for the usefulness of distributed systems,
the continued development of DAI systems is attractive for the following
reasons. DAI permits intelligent systems to be developed in(le])o\n(lontly of
each other and to be reused as components of new systems, i.e., as member
agents in multiagent systems. This modularization is useful when expertise
is distributed, as in medical diagnosis. It also adds to the robustness of the
designed system by simplifying the acquisition and validation of knowledge
relevant to different aspects of the domain. Moreover, it simplifies design for
applications such as manufacturing planning and air-traffic control by allow-
ing an intelligent agent to be located at the site where the data are available
and where decisions have to be taken.

A major bottleneck in the design of DAI systems is the design of the
protocols of interaction among their member agents. Unfortunately, while
individual agents are usually described in terms of their knowledge, intentions
and capabilities (i.e., high-level concepts), extant approaches to understand-
ing the interactions between them are not sufficiently advanced. Even fairly
recent DAI research, which provides primitives for communication among
agent has tended to be concerned with the workings of the TCP/IP and sim-
ilar protocols, i.e., it has not been possible to abstract out entirely aspects
of communication roughly at or below the so-called Transport Layer of the
classical ISO/OSI standard (e.g., see [Arni and others, 1990]). Even more to
the point, current theories do not provide any kind of a formal or rigorous
semantics for the messages exchanged in a DAI system.

This lack of a rigorous theory of the interactions among agents forces the
system designer to think in terms of what are, from the point of view of DAI,
merely details of the underlying architecture—these details are important,
but are simply out of place in the context of DAI. The resulting mixing up of
concerns often results in the behavior of the designed system depending cru-
cially on details of the operating system and the network hardware. At the
same time, the design of the individual agents is based on knowledge about
the domain of application that they have at different stages of their com-
putations. Thus there is no principled way to relate the interactions among



the agents to the knowledge within each of them. The designer must design
some acceptable modes of interaction and relate them as best as possible to
the knowledge of the agents. Not only is this a tedious task, it also has to be
redone from the start if the system is ever re-implemented. And no help is
provided when systems implemented in different ways are to be integrated.
In short, the problems with extant technology are that

1. It requires that the interactions among agents be designed from a
scratch each time.

2. The semantics of these interactions is embedded in the procedures,
some of which involve network and operating system code. This makes
the validation and modification of systems, even otherwise not trivial,
even more difficult.

3. Systems designed independently cannot be easily integrated.

4. Graceful updation or redesign of a system is virtually impossible: one
cannot easily replace an existing agent with a new one.

Taken together, these lllllltathllb subvert many of the main motivations
for developing DAL The goal of this paper is to present a theory of the
interaction among agents and a formal semantics for their interactions. Our
key methodological assumptions are the following. We take it for granted
that intelligent agents can be best described (for design or analysis) with
concepts such as intentions, know-how or beliefs. This is quite a standard
assumption in Al [McCarthy, 1979]. We consider DAI systems from without,
i.e., as designers and analyzers. We do not directly take the point of view of
the different agents who compose the system. Thus we attribute beliefs and
intentions to agents, and describe their communications as we see fit from an
“external” viewpoint rather than how they might actually be represented in
the agents. This is useful since this leaves the exact design of the agents an
open issue to be settled later in the design process, provided they meet the
minimal requirements imposed.

Recently much work has been done on the design of protocols based on a
notion of “knowledge” [Halpern and Moses, 1987]. However, papers on this
theme consider the knowledge that the processes have of the process of com-
munication itself, e.g., about whether certain messages have been delivered



to the intended recipient or not. Also, these protocols are designed for lower
level data transmission. The work reported here is significantly different in
that it emphasizes and studies the semantics of the messages exchanged, not
the process of exchanging them.

The rest of the paper is organized as follows. In §2, we broadly classify
the kinds of communicative interaction that occur most often in DAI sys-
tems, briefly describe Speech Act Theory and relate it to those interactions.
In §3, we describe a recent formal theory of the objective semantics of the
major kinds of speech acts. In §4, we show how this theory can be applied
to the understanding of protocols in DAI systems. In §5, we present a de-
tailed example of the logical reconstruction of the C'ontract Net, a celebrated
protocol in DAI, which we also describe within.

2 Kinds of Interactions among Agents

The behavior of a DAI system depends not just on its component agents, but
also on how they interact. In the more interesting cases, the agents would
also intelligently decide how to interact with other agents by considering their
current situation at that time.

2.1 Protocols

Therefore, in a DAI system of sufficient complexity, each agent would not
only need to be able to do the tasks that arise locally, but would also need
to interact effectively with other agents. We take protocols to be the spec-
ifications of these interactions. Agents participate in different protocols by
appropriately interacting with each other, e.g., by responding to messages,
performing actions in their given domain, or updating their local states. Pro-
tocols can thus be taken as specifying the policies that the agents would follow
with regard to their interactions with other agents; e.g., these policies would
determine the conditions under which a request would be acceded to or a
permission issued or a statement believed. These policies could be fixed to
some extent at the time of design, but would involve significant components
that depended on the agents’ current situation and thus could be computed
only during execution; e.g., a request might be acceded to only if it does
not lead to overload. Protocols, when seen in this way, are a nice way to
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enforce modularity in the design of a DAI system by separating the inter-
face hetween agents from their internal design. These protocols are meant
to be rather high-level; in the classical seven-layer ISO/OSI framework, they
would lie in the application layer. Some of these protocols may, in practice,
precede “real” applications-level communication by facilitating the setting
up of another protocol. This distinction is not crucial for our purposes.

Several kinds of formalizations may be attempted for protocols. One kind
would concern the deliberation processes of the agents as they decide how
to respond to a message. These processes are highly nonmonotonic and can
be accurately understood only with theories of belief and intention revision,
which are still not sufficiently well-developed (e.g., see [Perrault, 1987]). An-
other formalization concerns the objective conditions of satisfaction for dif-
ferent kinds of messages. This is the one attempted here. Not only is this
useful from the point of view of design, it also helps clarify our intuitions
about the process of deliberation involved since ideally the agents should act
so as to “satisfy” the messages communicated in their system. We return to
this point in §6.

2.2 Speech Act Theory

Speech Act Theory deals with natural language utterances. Initially, it was
developed to deal with utterances, e.g., “I declare you man and wife,” that are
not easily classified as being true or false, but rather are actions. Later it was
extended to deal with all utterances, with the primary understanding that
all utterances are actions of some sort or the other [Austin, 1962; Bach and
Harnish, 1979; Searle, 1969]. A speech act is associated with at least three
distinct actions: (1) a locution, i.e., the corresponding physical utterance,
(2) an illocution, i.e., the conveying of the speaker’s intent to the hearer and
(3) any number of perlocutions, i.e., actions that occur as a result of the
illocution. For example, “shut the door” is a locution, which might be the
illocution of a command to shut the door, and might lead to the perlocution
of the listener getting up to shut the door. A speech act per se is identified
with its associated illocution.

Speech acts may be classified into a small number of interesting classes, in-
cluding assertives, directives, commisives, permissives and prohibitives. Briefly,
assertives are statements of fact; directives are commands, requests or advice;
commisives (e.g., promises) commit the speaker to a course of action; per-



missives issue permissions; and prohibitives take them away [Singh, 1991c].
These classes are said to have different illocution ary forces: they can be com-
bined with the same proposition to yield different illocutions; e.g., “the door
is shut” is an assertive and “shut the door” a directive, both of which apply
to the same proposition, namely, that the door is shut—the assertive says
that this proposition is true; the directive asks that it be made true [Searle,
1969)].

2.2.1 Speech Act Theory in DAI

Speech Act Theory has also been found useful in DAI as a foundation for
communication among agents. We agree with this view. There are two kinds
of applications of Speech Act Theory in DAL The first, and by far the more
common one, uses it to motivate different message types for interactions
among agents. The idea is that since agents can perform different kinds
of speech acts, the language used for communication must allow different
types of messages [Huhns et al., 1990; Thomas et al., 1990]. This is quite
standard, and something we shall do ourselves. However, these proposals are
informal—they rely on ones understanding of the labels used to understand
the meanings of the different message types. The true semantics is embedded
in the procedures that manipulate different messages.

The second kind of application of Speech Act Theory in DAI yields more
sophisticated theories, which treat illocutions as linguistic actions and -aim
to describe the interactions of agents in terms of what they say to each
other. These theories attempt to generalize linguistic theories of communi-
cation designed for human communication to the domain of DAI [C'ohen and
Levesque, 1988]. As a result, they tend to be somewhat top-heavy; e.g., they
require that each of the agents involved have beliefs about the others’ beliefs
about their beliefs, and so on ad infinitum. It is known that such mutual
belie fs are not achievable in practical systems [Fischer and Immerman, 1986:
Halpern and Moses, 1987]. But more to the point, these theories suffer from
being based on traditional formalizations of speech acts [Allen and Perrault,
1930]. Traditional formalizations are primarily concerned with identifying
different kinds of illocutions. Thus these theories give the conditions under
which saying “can you pass the salt?” is not a question, but rather a request;
it is then an indirect speech act. An example of a condition for requests might
be that the speaker and hearer mutually believe that the speaker has certain
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intentions and beliefs. The phenomenon of indirect speech acts is, no doubt,
of great importance in understanding natural language. But it is of simply
no use in any conceivable DAI system: DAI systems can function quite well
with just an artificial language that can be simply designed to be free of the
ambiguities that these theories have been created to detect.

In a DAI scenario, we can have agents specify explicitly whether they
intend their communication to be a request or a promise or an assertion or
whatever. Thus the interesting part of the semantics of speech acts, as they
may be applied in DAI, concerns what they cause to be done rather than
whether they are interpreted to be of one kind or another. At least as a
first approximation, we can assume that the illocutionary force of a message
transmitted be just the one that is obvious from its syntax. Thus we will not
consider indirect speech acts, whose primary role in human language seems
to be to permit communication that in the direct form might be culturally
unacceptable.

3 Formal Semantics for Communication

The formal model of this theory posits a set of possible worlds. As dia-
gramed in Figure 1, each possible world is in one of several states, and may
develop in any of several ways depending on the agents’ actions and, possibly,
other events; e.g., the state of the world may change from #, to t; or t if
the given agent does action «, depending on what else happens at that time.
Each of the different ways in which a world may develop is called a scenario
and is equivalent to a possible course of events.

Using the idea described at the end of §2.2, we can consider messages as
having a simple abstract syntax. A message, m, is a pair (z,p), where ¢ identi-
fies the illocutionary force, and p the proposition. Here i is an atomic symbol
from the set {directive, commisive, permissive, prohibitive, assertive}; and p
is a logical formula. Let ‘comm’ be a predicate that applies to two agents,
and a message. ‘Comm(x,y,m)’ is true at a time-point if message m is ut-
tered to agent y by agent x then. Let says-to(y,m) be the (only) action that
agent x can perform to make comm(x,y, m) true.

This allows us to ignore details of message transmission and to focus on
the objective semantics of speech acts. The idea of an objective semantics
for speech acts has been introduced and defended in previous work [Singh,
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... a scenario

action b

Figure 1: A World with a Branching History

1991c]. It considers, not the conditions under which a particular kind of
speech act may be said to have occurred, but rather the conditions under
which it may be said to have been satisfied objectively. A transmitied mes-
sage may not always be satisfiable. In order to be able to talk of the satis-
faction of messages explicitly, we introduce an operator WSAT that applies
on formulas of the form ‘comm(a.y,m)’ and states that the corresponding
message is whole-heartedly satisfied. Conditions of truth may be stated for
WSAT applied to any kind of message, relative to a scenario and a time
[Singh, 1991c].

The major classes of speech acts have heen formalized in this way. As an
example, a directive uttered by one agent to another is said to be satisfied
along any course of events in which it becomes true, but in such a way
that the listener intended it to become true and knew how to make it true;
e.g.. the directive “shut the door™ would be satisfied if the door gets shut
eventually, and until it is shut, the listener continuously intends to shut it
and knows how to shut it (see Figure 2). The mere shutting of the door is
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intend(y, p) A know-how(y, p)

_—

comm(., y, (directive, p)) o

Figure 2: The Satisfaction Condition for Directives

not sufficient, since it could have happened by accident. The concepts of
“intention” and “know-how” as used in this definition have themselves been
formalized in the same model of action and time [Singh, 1990; Singh, 1991a;
Singh, 1991b]). The details of those formalizations are too complex to be
included here; however, that they are available is reason to be reassured that
the crucial concepts are not undefined.

The formal language of this paper, £, is CTL* (a propositional branching
time logic [Emerson, 1989]) augmented with predicates for intention and
know-how, and the operator WSAT. A forniula can be any of the following:
an atomic formula (¢), a conjunction of formulae (p A ¢), a negation of
a formula (—p), an until-expression (pU¢) or a predicate applied to some
arguments, or a path-quantifier followed by a formula. A path-quantifier
is one of A and E. A denotes “in all scenarios at the present time,” and
Ep = -A-p. Fp denotes “p holds sometimes in the future on this scenario”
and abbreviates “trueUp.” Gp denotes “p always holds in the future on this
scenario” and abbreviates “—=F-p.” Pp denotes “p holds somewhere in the
past.” Implication (p— ¢) and disjunctions of formulae (p V ¢) are defined
as the usual abbreviations. &

The semantics of formulae in £ are given relative to a model as defined
above and a world and time in it. M |=,, p expresses “M satisfies p at
w,t.” M |=s, p expresses “M satisfies p at time ¢ on scenario S,” and is
needed for some formulae. The satisfaction conditions for the propositional
part of the language are standard and are not included here to save space.
For reasons of space, only some of the possible kinds of speech acts are used
in this paper. The formal semantics is given only for these (for a clarification
of the semantics, please consult Figure 2 for directives).

1. M=, Apiff (VS:S €S,— M =5 p)
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M =g, pUgiff (3t : M sy g ANVt <" <t'— M =g p))
3. M =g, Ppiff (3t :t' <t AM l=s4 p)
4. M =5+ WSAT (comm(a, y, (assertive, p))) iff M g, p

M =g piff M =, p, it p is not of the form ¢gUr or (a)q, and w is the
(unique) world such that S € S, ;

(5]

6. M =5 WSAT (comm(x, y. (directive,p))) iff (' € S: ¢/ >t AM |Esp
PA (Vt” = t"<t'— M |:S,t” 1\'ho'w(yap) A int'ends(yﬂp)))

=-J

M =5 WSAT (comm(a, y, (commisive,p))) iff (3 € S : ¥/ > tAM |=g
pANM"t <" <t'— M =g KNjyol(x,p) Aintends(x, p)))

4 Applying the Theory

The ways in which a theory of the semantics of speech acts, such as the
one used here, may be applied in DAI are perhaps obvious. Such a theory
can lead to a clearer understanding of the issues involved in the functioning
of DAI systems and can be used in both their design and analysis. The
formal model it supplies can be used to verify that a design has the desired
properties. When a given system does not work as expected, this may be
traced to a failure in meeting the semantics of some message. -A designer
may use the semantics by restricting the design to be such that only correct
scenarios may be actualized. Thus the agents must act so that all messages
exchanged in certain conditions be satisfied as time passes. For example, in
cooperative systems, which are the majority of those likely to be designed by
anyone, all requests that are somchow “reasonable™ ought to be acceded to,
all assertions ought to be true and all promises ought to be kept.

We would like that the design of a DAI system be such that only those
scenarios be potentially actualized in it that are in some sense “good” or
correct. An obvious requirement for correctness in our framework is that all
the messages that arise on a given scenario be WSAT on it. In other words, the
design should be constrained such that only those messages occur in it whose
satisfaction can be guaranteed by it. There are two ways that a designer
might go about enforcing these constraints on the design. One is to increase
the capabilities of the agents appropriately, e.g., to increase the know-how
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of the agents involved so that directives are more easily satisfied, to improve
their perceptual and reasoning abilities so that their assertives may be true, or
to limit what they may intend in different conditions so that their directives
and commissives are achievable. The other approach is to treat messages,
e.g., comissives, as setting up commitments that are later enforced, and
limiting directives so that they occur only when a corresponding commitment
has been made.

Once these design decisions have heen made they can be stated declara-
tively in our formal language. One can then simply use standard methods in
creating or testing designs. Such methods, which have already been devel-
oped for standard temporal logics include checking the satisfiability of sets of
formulas (for us, constraints on the design) and for checking whether a given
design satisfies a set of constraints (this is called model checking). These
methods are described in [Emerson. 1989]. For the particular logic of this
paper, such automated methods are not yet available. We now give some
examples of formalizations of design constraints. It is by no means suggested
that all these constraints make sense in all situations—they are stated below
merely to exhibit the power of our theory. In the next section, we discuss an
extended example that shows how constraints such as these may be used in

DAL

1. Intending Ones Directives:
The proposition of a directive should be intended by its issuer.

comm(x, y, (directive, p)) — intends(x, p)

2. Preference for Local Computation:

If an agent knows how to achieve a proposition by itself, it should not
issue it as a directive.

Kpow(x,p) — —comm(x,y, (directive,p))

3. Weak Consistency for Directives:

A directive issued by an agent should not clash with the agent’s own
intentions; i.e., at least in some scenarios, the speaker’s intentions and
his directives should be compatible. This differs significantly from con-
straint I. Constraint 1 says that the issuer intends the given directive;
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It

6.

this constraint says that all of the issuer’s intentions are consistent with
the directive.

intends(a, ¢)A comm(x,y, (directive,p)) —

E[WSATcomm(x,y, (directive, p)) AFq)]

. No Loss of Know-how for Issuers of Directives:

A directive issued by an agent should not clash with the issuer’'s own
intentions and its satisfaction should not reduce the issuer’s ability to
achieve its intentions. That is, on all scenarios on which the directive
is satisfied, the speaker knows-how to achieve its intentions.

intends(x, ¢)A comm(x,y, (directive,p)) —

A[WSATcomm(a, y, (directive, p)) — Kpow(,q))]

Weak Consistency for Prohibitives:

A prohibitive is issued by an agent only if the agent itself does not
intend that it be violated. That is, the agent who prohibits another
from letting a certain condition occur should not itself try to make
it happen. This is a minimal level of cooperation or rationality one
expects from the issuers of prohibitions.

comm(x, y, (prohibitive, p)) —
—intends(x, p)

Prior Commitment:

A directive should be issued only after a conditional promise is given by
the intended receiver that it would obey it. This solves for the issuer
the problem of issuing only those directives that would be satisfied,
provided the condition that promises are kept is enforced by the design.
However, this condition is easier to enforce in a multiagent system, since
it depends to a large extent on one agent (the issuer of the promise),
rather than on several.

comm(x, y, (directive, p)) —
Plcomm(y, x, (commissive, comm(x,y, (directive,p)) — Fp))]

13



5 The Contract Net: An Example

The Contract Net is among the most well-known and significant protocols
in DAI [Davis and Smith, 1983]. While there are several variations possible,
in its most basic form it may be described as in Figure 3. We are given a
system with several agents. One of them has a task that it has to perform.
It cannot do the task entirely locally and splits it into a number of subtasks.
Let us consider one of the subtasks that cannot be performed locally. The
agent now takes on the role of the manager. It sends out a call for bids to
a subset of the other agents, describing the relevant subtask. Of the other
agents, the ones who can and are willing to perform the advertized subtask
respond by sending a bid to the manager. The manager evaluates the bids
received, and selects one of them. It then sends a message assigning the
subtask to that agent, who then becoies the contractor. The contractor
performs the assigned task, possibly invoking other agents in the process.
Finally, it communicates the result of performing the assigned task to the
manager. The manager collects the results of all the subtasks of its original
task and thus computes its result. If that task was assigned to it by some
other agent, it then sends the result to it.

The key steps in the contract netfrom our point of view are the following:
(1) the call for bids, (2) the bids, (3) the assignment of the task and (4) the
- result of the task. The processes of deciding whether to bid on a task and for
evaluating the bids when they arrive can be safely abstracted out. These and
other steps are local to each agent and involve knowledge of the domain in
which the contract net is being used. We assume here that these processes,
howsoever designed and implemented, are available and are correct.

"One can see almost instantaneously that the message with the result of
the task should be classified as an assertive, because, in effect, it states that
“the result is such and such.” The message making the task assignment is a
directive, since it asks the contractor to “do the task!” T'he message making
the bid is a commissive, since it has the force of a conditional promise: “if
asked to do the task, I will do it.” Finally, the call for bids may itself he
treated as a directive, because it has the effect of a request: “please speak
up, if you will do this task.”

This leads directly to an analysis in which these messages are nested, with
the first one to occur being the outermost. The initial call for bids has the
force of the following schematic message. If this message is satisfied by the

14



Manager Contractor

(x) (y)
(‘all for Bids

Task Assignment

Result

Figure 3: Messages Exchanged in the C'ontract Net

system, then we know it is performing correctly.

e (directive, comm(y,x, (commissive, comm(x, y, (directive, comm(y, x,
(assertive, result(T'))))) — F comm(y, v, (assertive, result(T'))))))

In other words, the call for bids is a directive asking the hearer to commit
to sending the manager the result of the task, if the manager asks it to send
it the result. The assertive with the result of the task is satisfied only if
the contractor produces the right result, and does so while intending to and
having the required know-how. The contractor must commit to producing
the result, if assigned the task (the task can be assigned by sending a simpler
message than in the above formalization by taking advantage of the context
of communication, but it would logically have the same force as above). Thus



the task assignment directive is satisfied if the contractor produces the result
when asked to. The call for bids is satisfied if the contractor makes the bid,
‘provided it can perform the given task.

Given that the underlying heuristics, e.g., for selecting one of the bidders,
are correct, the above formalization of the contract net can be used to show
that it works. The fact that it has to be designed the way it is depends
on some principles of good design. Since the agents involved have limited
knowledge about one another, the only way in which the manager can send
a given task to the right contractor (short of assigning the task to every
available agent), is by first making an utterance that leads to an utterance
that restricts the scenarios that can he actualized to those on which the task
assignment is guaranteed to be successful. This justifies the sending of the
call for bids before making a task assignment and is the canonical motivation
for the constraint called Prior Cominitment, which was introduced in the
previous section.

6 Conclusions

Though it is different from previous work on communication in DAL our
approach is compatible with, and complementary to, it. The main differ-
ence is in that we stress the objective semantics of messages as their most
important aspect for DAL Indeed, if in some system the language of commu-
nication cannot be constrained as we have assumed, it might be beneficial to
use the traditional theories in determining the truth of comm(x,y,m), i.e.,
in computing the illocutionary force of m. Our theory could then be applied
_at this stage.

We have considered only a few major classes of messages. As more re-
fined categories of messages are considered, we will be able to determine their
objective semantics with greater precision. We believe that the theory pre-
sented in this paper is a first, but important, step in developing a semantics
for communication in DAI systems that would yield a rigorous foundation
for their design and validation. Eventually formal methods, well-known in
temporal logic as used in the validation and design of standard distributed
systems may be extended to apply to distributed intelligent systems as well.
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